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Abstract
This systematic review examines the adoption and application of artificial intelligence (Al) in
Australian healthcare. It explores emerging trends and assesses the perceptions of healthcare
professionals across various disciplines, including mental health and clinical decision
support. Twelve peer-reviewed articles published between 2019 and 2025 were analysed.
Interest in Al integration spans multiple clinical areas, with notable progress in mental health
tools, imaging diagnostics, administrative support and decision-support systems. Common
barriers include gaps in education and training, limited trust in Al outputs, and unresolved
ethical and privacy considerations. Despite these obstacles, studies report that Al can improve
resource management, enhance diagnostic accuracy and streamline operational workflows.
The effective integration of Al in Australia’s health system will require focused policy
development, robust ethical frameworks, and targeted education to build competence and
trust among healthcare professionals. Closing these implementation gaps will be crucial to

ensure that Al realises its full potential benefits while maintaining patient care.
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Introduction

Artificial Intelligence (Al) is steadily gaining a foothold in contemporary healthcare,
promising to reshape clinical decision-making, diagnostics, patient monitoring,
administrative tasks, and population health management. Internationally, machine-learning
algorithms, natural-language processing, robotics, and predictive analytics are being deployed
to reduce medical errors, tailor care plans, and address workforce shortages (Topol, 2019;
Esteva et al., 2017). These global developments set the backdrop for Australia, where
health-care challenges—rising rates of chronic disease, inequitable access in rural and remote
areas, and a shortage of health professionals—underscore the potential of Al as part of the

solution (Duckett & Stobart, 2022; AIHW, 2022).

Both private and public sectors in Australia have begun integrating Al into health services.
National initiatives, such as the National Artificial Intelligence Centre and the Digital Health
Cooperative Research Centre, are supporting research and pilot projects. Meanwhile, policy
frameworks like the government’s Artificial Intelligence Action Plan and the National Digital
Health Strategy prioritise safe, ethical, and human-centred Al (DISER, 2021; ADHA, 2023).
Nevertheless, routine adoption of Al remains limited and uneven across regions and
specialities. Existing research suggests that although pilot projects and small-scale
deployments are increasing, uptake is hindered by clinician scepticism, technical readiness
gaps, regulatory uncertainty and ethical concerns. Effective implementation also depends on
integrating Al with electronic medical records, interoperable data infrastructures, and

established clinical workflows (Shinners et al., 2023a).

Given these dynamics, it is essential to understand how Al can be deployed safely and
responsibly in Australian healthcare, along with its challenges and limitations. This
systematic review, therefore, evaluates recent Australian studies on Al adoption. It identifies
prevailing trends in implementation, healthcare professionals’ attitudes, and the technical and

ethical hurdles involved, with an eye to informing policy and practice improvements.



Methods

This review followed PRISMA guidelines. Literature was selected from 12 relevant, peer-
reviewed articles published between 2019 and 2025, which contain theoretical discussion on
artificial intelligence along with insights into the Australian health sector. These studies were
sourced from databases including PubMed, Scopus, and Google Scholar. Inclusion criteria
involved studies focused on the Australian healthcare context, addressing Al applications,
perceptions, barriers, and enablers. Studies not specific to Australia or not directly related to
healthcare Al adoption were excluded. The selection process is illustrated in the PRISMA

flowchart below.
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Figure 1: (source: Author’s made)



Results

Attitudes and Perceptions of Healthcare Professionals

Healthcare professionals’ attitudes toward Artificial Intelligence (Al) are a crucial factor in
shaping its application in medical settings. In the Australian healthcare system, research
suggests that many professionals recognise its benefits in diagnosis, patient care, and
operational efficiency; however, some remain uncertain about its applications (Shinners et al.,
2019; Stewart et al., 2023). Their key concerns are how Al can impact professionals’
autonomy, legal responsibility, and the ability to maintain patient trust—especially in

radiology, oncology, and emergency medicine facilities.

Studies show that people's attitudes vary based on profession, age, and prior exposure to
digital health technologies. Shinners et al. (2023b) found that nurses and other healthcare
workers were hopeful about Al, but they were also concerned about job security and the
potential loss of personal connection with patients. However, their follow-up study in 2023
also suggested that a gradual shift was occurring in the acceptance of Al among younger,
trained professionals who had received proper training in Al healthcare. In the same way,
Stewart et al. (2023) also noted that young professionals in both urban and rural hospitals
were more open about Al adoption compared to the older generation professionals, who are
unsure and unclear about the complications that technology can bring alongside its benefits in

the healthcare system.

The views of healthcare professionals on Al are strongly shaped by their education and
practical experience. Hoffman et al. (2025) observed that those who had previously worked
with Al systems or received formal training in digital health were more inclined to see Al as
a supportive tool that enhances, rather than replaces, their clinical judgement. These
clinicians appreciated Al’s ability to reduce cognitive load, identify diagnostic differences,
and customise individuals’ treatment. Research shows that professionals only trust AI when
they are fully involved in the entire process of designing it, when it seamlessly integrates into
their daily routine, and when it clearly explains how it makes its decisions (Kelly et al., 2019;

Amann et al., 2020). This study highlights the importance of proper training, teamwork, and



involving them in the design process, so that they feel confident in using and implementing

the tools.

Applications and Use Cases

Nowadays, the use of Artificial Intelligence is increasing in Australia’s healthcare system,
with tools being tested in both medical and administrative settings. Some of the most
common applications include assisting doctors in decision-making, interpreting medical
images, predicting patient needs, and enhancing hospital operations (Magrabi et al., 2019;
Pietris et al., 2022). For example, Magrabi et al. (2019) noted that Al was tested in
emergency departments to help sort patients based on their symptoms and medical history.
This made the process faster and more accurate, helping patients and doctors in emergency
situations. In another case, Al was utilised in rural clinics to screen for diabetic eye disease,
enabling the detection of more patients and reducing the need for specialist visits (Pietris et

al., 2022).

Al has shown significant improvement in mental health care, where tools such as natural
language processing and sentiment analysis are used to detect mood disorders based on how
people speak and write (Kolding et al., 2024). These tools are affordable and scalable in
regions where mental health resources are limited. In the administrative space, Al has been
tested to forecast hospital admissions, manage staff rosters, and detect potential medication
errors (Mahajan et al., 2022). For instance, Park et al. (2021) demonstrated that Al aids
hospitals in forecasting emergency department demand and enhances the management of

staff and other resources.

Al is being used in General medicine as well. Some clinics have begun testing chatbots to
assist with minor health concerns and guide patients appropriately, thereby reducing
workload and enhancing the overall patient experience (Priday et al., 2024a). While these
innovations are promising, many are still in pilot phases, which highlights the need for further
evaluation and study of their outcomes, cost-effectiveness, and long-term impacts.
Additionally, this success and accuracy depend on the resources of the hospitals, the training

of staff, and local needs.

Enablers and Barriers



When it comes to barriers, it includes the lack of Al knowledge, ethical and trust issues, and
some threats to professional identification (Hoffman et al., 2025; van der Vegt et al., 2024).
Enablers include the policy of support, the readiness of the organisation, and Al literacy on
the issue (Priday et al., 2024b). Indeed, the integration of artificial intelligence (Al) in
healthcare presents a complex interplay of enablers and barriers. One of the most consistent
barriers is the lack of Al knowledge and technical literacy among the healthcare professionals
for which leads to resistance or bad use of Al systems (Hoffman et al., 2025; Davenport &
Kalakota, 2019). This knowledge gap is characterised by limited Al literacy in clinical
training programs, thereby restricting informed adoption (Mesko et al., 2017).

Other factors that hinder AI adoption include ethical concerns and trust issues, as healthcare
workers sometimes express scepticism about algorithmic transparency, bias, and
accountability (van der Vegt et al.,, 2024; Morley et al., 2020). Moreover, clinicians
sometimes retrieve Al as a threat to professional identity or clinical automation, fearing that
automation may replace rather than aid their roles (Hoffman et al., 2025; Castagno & Khalifa,
2020). From a structural perspective point of view, inadequate infrastructure, interoperability
challenges, and data silos are also noticeable barriers (Topol, 2019; Jiang et al., 2017).
Furthermore, legal and regulatory uncertainties, especially regarding data privacy and

algorithmic liability, add another factor to the organisational hesitancy (Gerke et al., 2020).

On the other hand, key enablers of Al adoption include strong policy and governance support,
which can provide frameworks for the responsible deployment of Al (Priday et al., 2024a).
Organisational readiness, along with leadership support, infrastructure investment, and
dedicated Al implementation teams, has been shown to significantly speed up the relevant

integration (Shaban-Nejad et al., 2018).

Equally important is Al literacy, not just in technical terminology but also in clinical-
contextual understanding that empowers personnel to engage meaningfully with Al systems
(Priday et al., 2024c; Wahl et al., 2018). Co-designing Al tools alongside frontline healthcare
professionals also increases their usability and acceptance. Again, it mitigates resistance
through participatory development (Kelly et al., 2019). Additionally, demonstrated clinical

utility and improved patient outcomes can drive trust (Topol, 2019).

Explainable AI and Trust



Explainability has emerged as a focal point in establishing trust in artificial intelligence (AI)
applications within the healthcare system. The "black-box" nature of many Al models;
particularly those based on deep learning, have posed significant challenges for clinical
acceptance, as medical decisions often require understandable, clear, and justifiable
reasoning. Saraswat et al. (2022) point out that clinicians are far more likely to adopt Al
systems when they are interpretable. This means that their way of decision-making

procedures can be depicted and verified by humans.

The Clinicians operate within environments where accountability and liability are crucial.
Hence, models which convey transparent rationales for their outputs align in a good way with
the medical ethics and professional standards (Tonekaboni et al., 2019). Explainable Al
(XAl facilitates the situation by creating the underlying logic accessible being essential for
trust, data validation, error-checking, and purposes of training (Holzinger et al., 2019).
Moreover, explainability becomes significantly important in elevated-risk general diagnostic
scenarios, where incorrect Al outputs can have life-threatening consequences. As Watson et
al. (2021) retrieved, healthcare professionals show a higher confidence in Al tools which
allow them to trace back some predictions to input traits or clinical reasoning pathways. This
is particularly important in radiology, pathological field, and predictive diagnostics, where

visual and analytical transparency aids in decision-making collaboration.

Additionally, the people appointed in regulatory bodies and policymaking are increasingly
mandating explainability as a requirement for Al tools to be approved for clinical use. The
European Union’s Al Act, stipulates that high-risk Al systems should be explainable,
auditable, and transparent (European Commission, 2021). This legal dimension further
reinforces the requirements for developers to give priority on explainability in healthcare

settings.

Another critical dimension is the psychological aspect of trust. Human-AlI interaction studies
show that users are more likely to perceive an Al system as trustworthy when it can "show its
work" (Abdul et al., 2018). This cognitive trust delineates a more balanced reliance,
diminishing both over-reliance on and underuse of Al systems, for which both can be critical
and dangerous in clinical settings (Ghassemi et al., 2021). To gain trust, researchers advocate
for the hybrid models that give a balanced performance with interpretability. A good example
is in the use of decision trees, attention mechanisms, or visual saliency maps with deep

learning frameworks (Doshi-Velez & Kim, 2017). Additionally, co-designing Al tools with



clinicians ensures that explanations align with real-world clinical logic. This indeed can
bridge the gap between algorithmic performance and human understanding (Amann et al.,
2020). In summary, the explainability is not just a technical trait but a socio-technical
necessity as well in clinical Al It is instrumental in building a sense of trust, supporting
ethical practices through ensuring regulatory compliance, and finally driving successful

adoption in the real-world healthcare environments.

Discussion
The review reveals that while Al holds a strong position in transforming Australian
healthcare, its adoption is hindered by several systemic and sociotechnical barriers. In fact,
the key concerns involved the lack of education, constrained trust, ethical ambiguities, and
inadequate integration frameworks. Nevertheless, there is momentum in the policy and
professional development aimed at fostering Al readiness. Cross-sector collaboration and
investment in digital health infrastructure are crucial to scale up the Al-driven innovations.
The adoption of artificial intelligence (Al) in healthcare systems is defined by a dynamic
interplay between enablers, barriers, and the necessity for trust, especially as it relates to
explainability. Findings from the reviewed literature focus on several systemic, professional,

and technological factors that induce the integration of Al tools across clinical settings.

A robust barrier is the lack of Al knowledge and digital competency among healthcare
professionals. This continues to hinder meaningful engagement with Al technologies
(Hoffman et al., 2025; Davenport & Kalakota, 2019). This is composed by insufficient Al
training in medical curricula, leading to a fundamental disconnection between technological
capabilities and clinical practices (Mesko et al., 2017). Going beyond the knowledge gaps,
concerns over ethical implications, algorithmic transparency, and trust in automation remain
constant as critical inhibitors. Clinicians sometimes express reservations about the reliability,
fairness, and accountability of Al systems, especially when those systems lack clear
interpretability (Morley et al., 2020; van der Vegt et al., 2024). This connects in a direct way
to the epicenter role of explainability in building trust. As Al models, particularly those using
deep learning, become increasingly complex, their lack of interpretability becomes a point of
tension. It is argued that clinicians are unlikely to adopt systems they do not understand,
especially when clinical accountability is at stake. The “black-box” problem diminishes

confidence and undermines clinical judgment. This is why it is vital in high-stakes



environments like diagnosis and treatment planning (Tonekaboni et al., 2019; Ghassemi et

al., 2021).

The literature increasingly places Explainable Al (XAI) as a solution to trust and to broader
ethical and regulatory challenges. By conveying clear, understandable, traceable, and
clinically relevant justifications for Al-generated outputs. Here, XAl aligns a closer situation
with the decision-making frameworks that healthcare professionals rely on (Holzinger et al.,
2019). Moreover, explainability supports regulatory compliance, as evident in frameworks
such as the EU Al Act, which emphasises transparency for high-risk applications (European
Commission, 2021). Co-designing Al tools with clinicians and embedding them into existing
workflows have been highlighted as effective strategies to increase both usability and trust as
well (Kelly et al., 2019; Amann et al., 2020). Despite these barriers, numerous enablers are
paving the way for broader adoption. Notably, policy and governance support, such as
national Al strategies and ethical guidelines, provides institutional legitimacy and direction
(Priday et al., 2024c). In addition, organisational readiness, along with leadership buy-in,
infrastructure investment, and digital transformation agendas, has been pointed as a key
factor in successful implementation (Shaban-Nejad et al., 2018). Critical efforts to increase
Al literacy and promote cross-disciplinary collaboration are also crucial in fostering a culture

of innovation and openness among healthcare professionals (Wahl et al., 2018).

In a nutshell, the adoption of Al in healthcare is not just a technical challenge but also a
human and organisational one. The path forward revealed in balancing technological
innovation with explainability, regulatory alignment, and cultural readiness. Only in such a
way Al can move beyond pilot projects and become an integral, acknowledged, and trusted

component of clinical care.



Conclusion
Al adoption in Australian healthcare is progressing, but not evenly distributed across all
sectors and regions. By addressing knowledge gaps, improving transparency, and adopting
interdisciplinary collaboration, Australia can accelerate the responsible and sustainable
integration of Al. Furthermore, empirical research is essential for reevaluating realistic Al
outcomes and bolstering data-driven health policy. This review highlights and focuses on the
multifaceted nature of Al adoption in healthcare, in which technological promise must be
balanced with ethical, professional, and organisational considerations. While Al offers a more
transformative potential in the diagnostic sector, decision support, and personalised care, its
inclusion is often slowed down by barriers such as a lack of clinician knowledge, ethical
concerns, deficits in trust, and regulatory uncertainty. Among the most critical factors
influencing trust is the explainability section of Al systems. Clinicians are more likely to
adopt and rely on AI tools when their decision-making processes are transparent,
interpretable, understandable, and clinically meaningful. As such, explainable Al (XAI)
should not be viewed as an optional trait but as a foundational requirement for

implementation in the clinical field.

On the enabling side, policy support, organisational readiness, and Al literacy are crucial
levellers for change. The collaborative blueprint processes and the implementation of Al into
existing clinical workflows can facilitate acceptance and ultimately diminish resistance. For
Al to reach its full potential in healthcare, future efforts must focus on developing systems
that are not only effective and efficient but also trustworthy, transparent, and aligned with
clinical realities. Strategic investment in infrastructure, the educational sector, and regulation

will be crucial to ensure that Al enhances rather than hinders patient care.
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